
1 2 3

Difference 
between a 

group and a 
single value

Data on ratio or 
interval scale & 

normally distributed

Data on ratio or interval scale. Data 
normally distributed, and with similar 
variances within each combination of 

treatment levels

Data on ratio or interval scale. 
Data normally distributed within 

each treatment. Variances 
similar for each treatment

Data are ranks, or do not meet 
the assumptions of normality, 
and equality of variance within 

treaments combinations

Data on ratio or 
interval scale. 
Both variables 

normally 
distributed. Linear 

relationship 
between x and y.

Data are ranks
OR

one or both 
variables are not 

normally 
distributed.

Objects or events 
classified into two or 

more categories 
using a single 

variable (e.g. sex) 
compared with 

predicted proportion 
in each category.

Objects or events 
classified into 

categories by more 
than one factor, 

compared with the 
expected 

frequencies if the 
two factors were 

independent.

Y variable on interval or ratio 
scale. Linear relationship 

between variables. 
Variances of y-variable 

similar with increasing x-
values. X values measured 
with little error compared to y 

values.

Difference 
between two 

groups

Data paired 
between samples

Data not paired 
between samples

Difference 
between more 

than two 
groups

Strength and equation 
for the relationship 

describing the 
dependence of one 

variable (y) on 
another (x). 

Strength of the 
association between 

two variables, not 
assuming dependence 

of one on the other. 

 Fit of observed 
frequencies to 

predicted values. 

 Groups classified by two 
different types of treatment 

(factor), with two or more levels 
of each.

Groups classified by a 
single factor 

Interaction significant Interaction not significant

ANOVA is significant and it is desirable to know 
between which means the differences occur. ANOVA is significant and it is desirable 

to know between which means the 
differences occur. 

 Association of 
frequencies 

classified by two 
or more factors. 

1-SAMPLE 
t-TEST *

PAIRED-SAMPLE 
t-TEST *

WILCOXON 
TEST *

WILCOXON 
TEST *

2-SAMPLE 
t-TEST

MANN-
WHITNEY 
U-TEST

LINEAR 
REGRESSION

PEARSON'S 
PRODUCT-
MOMENT 

SPEARMAN'S 
RANK 

TWO-WAY ANOVAONE-WAY ANOVA KRUSKAL-WALLIS 
TEST

TUKEY MULTIPLE 
COMPARISON TEST ON 

ALL MEANS

TUKEY MULTIPLE 
COMPARISON TEST

TUKEY MULTIPLE 
COMPARISON TEST OF 

MEANS FOR SIGNIFICANT 
TREATMENTS

Are there significant differences between the means or 
medians ('central tendency') of measurements made on objects 
in two or more groups, or between a single mean or median 
and a theoretical value?

Is there a association between two variables? What is the 
equation that describes the dependence of one variable on the 
other?

Are there significant differences between the observed and 
expected number of objects or events classified by one or more 
categorical variables?

* these tests are all, in fact, tests of one sample 
against a single value, but in the paired sample 
situation the single sample is the set of differences 
between the pairs of data in the original samples, 
tested against a single value of zero.

CORRELATION (r)

𝜒² GOODNESS OF
FIT TEST

𝜒² CONTINGENCY
TABLE TEST

CORRELATION (𝜌)

Data are ranks or 
not normally 
distributed

Data are ranks or 
differences are not 
normally distributed

Data on ratio or 
interval scale. 

Differences between 
pairs normally 

distributed

Data on ratio or 
interval scale 
and normally 
distributed 

Data are ranks 
or not normally 

distributed 


